6

A study of longitudinal causal
models comparing gain score
analysis with structural equation
approaches

LESLIE HENDRICKSON anp BARNIE JONES

Introduction

Current trends in applied research have witnessed the Widespread adapta-
tion of multiple regression techniques to research projects a.nd program
evaluations. Although regression analysis is a powerful @ec'hmque, it owes
much of its power to highly restrictive and ofte':n unrealistic assumptions.
The interpretation of regression resuits, especxall){ the assessmentf of the
relative impact or importance of independent variables, can be' dlfﬁcult:
This chapter compares methodological procedures: for anfdlyzmg longb
tudinal data. It critically compares regression analysx‘s of gain scores with
structural equation approaches. The anglytic techniques dzscu§sed here
are applicable to any longitudinal an.aiyms. These general techniques are
exemplified by the secondary analysis of Qatg from t?ae Wha_t Works in
Reading? study conducted by the School District of Philadelphia (Kean et
. 1979a.,b). ' '
i, Fogllgwin)g an introduction to the data, the anglysw .proceed.s in three
steps. First, specification of the dependent va'na}?ie is examined. The
original report (Kean et al. 1979a) treate'd reading 1_mproven‘mnt as a net
change or gain score. Gain scores are widely usqd in American schoqis.
Results of using the gain score as a dependent variable are cpmpared with
results obtained when reading at time 1 (7',) and rea.dlng' time 2 (T,) are
treated as separate dependent variables in a longitudinal model (S(?e
Models 1 and 2 in Figures 6.1 and 6.2, respectively). Se{?ond, the model is
reformulated as a latent variable structural model to relieve problem§ due
to collinearity among the independent variables. Third, the latent varlai?le
model is subjected to a sensitivity analysis (Land & Feisop 1978) with
regard to random measurement error in the depeqdeni Yanables ar.lddto
specification error due to the omission of theoretically 1mport§nt mde;
pendent variables. This analysis demonstrates hoyv small changes in mode
specification and residual assumptions ¢an modify results.
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Sample and data collection

The original sample consisted of 1,800 fourth grade students in 25 schools
drawn from a population of 190 schools. Schools were stratified on the
basis of average scores in 1974 and 1975, for grades 1-4, on reading
portions of the California Achievement Test (CAT). The sample excluded
schools that showed major shifts in average reading score level from 1974
to 1975, selecting 10 with high, 10 with low, and 5 with medium scores in
both years. Schools were selected from all eight administrative subdistricts
of the city. The resulting sample is representative of the range of average
school achievement levels in the district, but it purposely screens out
schools in which the average ability level is changing. Student-level data
were gathered from school records. In all, data on 245 variables were
gathered and analyzed. A

Selection of variables

Using regression analysis, the researchers (Kean et al. 1979a,b) narrowed
the field from 245 to I8 variables that had statistically significant
regression coefficients when predicting change in reading achievement.
The selection process by which these variables were identified was
evidently statistical significance alone.! Qur secondary analysis began
with these 18 variables. Seven were quickly eliminated because they
accounted for less than 1 percent of the variance in the dependent variable
and appeared to contribute nothing to the analysis,

Table 6.1 lists definitions, means, and standard devigtions for 11 of the
independent variables and for the 3 dependent variables: the gain score
and the third and fourth grade reading scores. The 11 independent
variables include measures of student, teacher, and school organization.
These variables were selected because the Philadelphia researchers found
that they had a statistically significant f§ weight in predicting the gain
score.

Table 6.2 shows the correlation matrix of the variables Iisted in Table
6.1. The impression obtained from Table 6.2 is that the matrix is thin, Of
the 90 correlations in it, only 19 percent are greater than .15, and only 13
percent are greater than .25. Among pairs of the 11 independent variables
only 9 percent of the correlations are greater than .25. The highest
correlation of any variable with CATGAIN, the gain score, is .08.

Gain score model

The regression analysis used the difference between the third and fourth
grade reading achievement scores as a single dependent variable. The use



83 LESLIE HENDRICKSON AND BARNIE JONES .
LEP
Table 6.1. Code names, definitions, means, and standard deviations for L EgeE %
11 independent variables and 3 dependent variables g8 ®
g g
Code name Definitions Mean S.D. -~ = g%ﬁ « gg
Y =R -
X; Days students were present in grade 4 130.51 10.41 NG g 44
X, Student attended kindergarten, 1 = NO, 2 = .80 040 i -
YES - Tirh g8+
X Number of nonteaching support staff per — 11.02 :,?'_ A % 580 N
school, grade 4 . <
Xy Percentage of students scoring above 84th 020 013 g Buw
percentile in California Achievement Test 1976 5l SESEES 2388
— Total Reading, measured at grade 4; the % 2%k oo
grade 3 proportion is assumed to be similar to -
grade 4 | BT gegse
X; Percentage of classroom teachers with Jess 020 0.14 2 [ #F7EE “id
than two years of experience; measured at 3 G
grade 4; the grade 3 proportion is assumed to 2 22 gé’ 2 228883
be similar to grade 4 . 3, $238 SN
Xe Number of teacher pay periods with no 13.89 3.79 % -
absence 3 's‘.-_gv_}: g5cogad
X Teacher attends outside professional 117 0.39 & Zgn ATVENT
conference meetings, 1 = NO, 2 = YES & N
X, First year teaching grade 4, 1 = NO, 2 = 1.17 035 8 HEEE SSNgARON
YES §. i2.&'38 - .l. " -.l. §. I.
X, . Minutes per week of individual independent 73.35 6031 = .
reading . g §§€3 SO T DT D
X0 Teacher would select the same reading 1.54 0.50 S SEggw 288885352
program again X s A E
X Times per week aide in room during reading 2.55 2.31 5 .
T, - T Difference between grade 3 and grade 4 scale 2843  52.50 ~ || Ex 7% o
score T 352588553
T, California Achievement Test ~ Reading 385.06 67.74 5 | m¥EE”Y ! b
Comprehension Scale Score for grade 3, 1975 S -
Ty California Achievement Test — Reading 412.50 7256 & 2§88 crosEmenmEes
Comprehension Scale Score for grade 4, 1976 ) Agg ¥ g - % ‘5? g=5 “?' ? 4
: : B *EES
e
* The mean for X, was not shown in the November 1979 technical report of What S g
Works in Reading? (Kean et al. 1979b). If not indicated, variable is measured at . SEge . BSEREIYERIER
grade 4. S gﬁ;“ SEETRTT TR
4
E 3 S W e D X e R D O S o SR
of “difference,” “change,” or “gain” scores has been thoroughly examined = EE ¢| 3773883855889
(Thorndike & Hagen 1955; McNemar 1958; Thorndike 1966; Bohrnstedt ° '
1969; Cronbach & Furby 1970; Alwin & Sullivan 1975 Kim & Mueller . ‘ 33, | BEAPBEEEER2EE
1976; Kessler 1977; Pendleton, Warren & Chang 1979). As a result of AERET 7 o
these examinations tie use of gain scores has been discouraged, because B &
the difference between the two measures has lower reliability than the q;qggqgg;ﬁg&gw
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measures considered separately. Consequently, their use requires low
error variance and high reliability of measurement. Also, calculations of
the gain score reliability tend to be untrustworthy because the calculations
depend on five estimaies: three correlations and two variances. Finally,
the analysis of gain scores is complicated by the effects of regression
toward the mean.

However, in addition to the problem of poor reliability, there is
another, perhaps more serious problem with the gain score model. To
illustrate, consider the following two models:

T, = BTy + LNX + & (6.1)
T, -1y = ZN‘XI + e (6.2)
Equation (6.1), which we call the conditional model, is derived from

Figure 6.2. Equation (6.2) represents the gain score model described in
Figure 6.1. If T, is added to both sides of (6.2), the result_is

T, =T, + LMX + e (6.3)
Comparing (6.3) with (6.1), it can be concluded that, unless f = 1, .-
SMX, ke # S hX; + ey (6.4)

One could say that the gain score model produces biased estimates of the
effects of the independent variables by unnecessarily constraining B to
equal 1.

A structural equation model

Model 6.1, a gain score model, is shown in Figure 6.1. All independent
variables are assumed to influence the gain score and are assumed to be
measured without error. One alternative to the gain score analysis is one
that uses data from both time points rather than the difference score. The
analyses reported in this chapter used the maximum likelihood ex-
ploratory factor analysis (EFAP) and structural equation programs
(LISREL V) of Joreskog and Sarbom (1981).

Figure 6.2 shows one alternative model (Model 6.2) for analyzing the
Philadelphia data using both dependent variables, T, and T3, together
instead of analyzing their difference. Two structural equations were
estimated using the 11 variables; first the third grade achievement variable
was used as the dependent variable, then the fourth grade variable was
used. Three of the 11 variables are hypothesized to influence both the third
and fourth grade scores, whereas the other eight are hypothesized to
influence only the fourth grade score. The three variables influencing
scores at both times were the student’s attendance in kindergarten (X,),

Student’s attendance
at school

Student went to kindergarten | X,

Ratio of nonteaching staff

to students %
Proportion of high-achieving X
students in school 4
Proportion of new teachers X
in school 3
Gain Score
Number of absences of X, {fourth grade score

minus third
grade score}

fourth grade teacher

Attendance of fourth grade
_ teachers at outside | Xj

conferences
Experience of fourth X
grade teachers § \
Mumber of minutes students | X
spend reading independently ?
Teacher would select same X
reading program again 1
Hours per week of classroom X
H

reading aide support

Fsgure 6.1. M0§ei 6.1 a gain score model. No time assumptions are made; all
independent variables are assumed to affect a single dependent variable, All error
terms are assumed to be zero.
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Figure 6.2. Model 6.2: a longitudinal model. Three independent variables are

assumed to affect T, the thi

rd grade score. All yariables and the third grade score

are assumed to affect T, the fourth grade score. All error terms are assumed to be

zero.
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the proportion of students in the school scoring well on the achievement
test (X,), and the proportion of new teachers (Xs).

This model is recursive in that the fourth grade score is assumed to have
no effect on the third grade score. The identification of recursive models is
usually obtained by making particular assumptions about error terms. A
common procedure for identifying Model 6.2 is to assume that the
disturbance terms (residuals) are uncorrelated and that the independent
variables are measured without error. Two additional modeling strategies
might be proposed. One is simply to inctude T, among the X, in the
following single-equation model:

Ty = Y B Xier ¥ €3 (6.5)

The difficulty here is that autocorrelation in the residuals of the serially
measured variables T, and T, will affect all the estimates of the b,.

Bornstedt (1969) has proposed a method using residualized scores that
avoids this problem. The first step is to calculate the regression of T} on
T,, as in £6.6):

T, =pT;, + e, (6.6)

Although estimates of P and e, may be inefficient because of autocorre-
lation, they are unbiased (Johnston 1972, p. 246; Neter & Wasserman
1974, p. 352). Estimates for the remaining independent variables are then
obtained by solving for B in (6.7}

e = TPt e (67)

However, rearranging (6.6), we see that

€4 = T2 - BTX (6.8)

And substituting for e, in (6.7) it is evident that (6.9) and (6.10) are
formally equivalent to (6.1); that is, the longitudinal model is formally
equivalent to Bornstedt’s (1969, p. 118) model for residualized scores:

T, — BT; = Zﬁin + e (6.9)
T, =BT, + ZB,Xt + 5 {6.10)

This method does not resolve doubts about estimates of § when autocor-
relation is present. However, it does isolate B so that more satisfactory
estimates of the other slope coefficients in the equation can be obtained.
To a limited extent, additional steps are taken to address autocorrelation
in the sensitivity analysis presented later in this chapter.
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Table 6.3. Estimates of Model 6.1 and Model 6.2

Gain Score Model Longitudinal Model

Independent
variagﬁe T, — Ty Ty Ty
X, 0.373* (0.074) 0.579* {0.083)
X, 2.587 (0.020) 10.445*% (.062) 4.183 (0.024)
X ~0.407* (—0.085) 0.434* (0.066)
X, —44.753% (—0.111)  190.846% (.366) 63.114* (0.113)
X 31.111* (0.081) —24.782* {—.050} 3733 {0.007)
X 0.635 (0.046) 1.064* (0.056)
X; ~3.829 (0.028) ~4.075 (~0.022)
Xz 1.803 (0.012) 14.180* (—0.068)
Xy 0.062* (0.071) 0.123* (0.102)
Xio —0.625 (—0.006) }2.267: (0.085)
Xy 0.010 (0.000) ~3.642* (—0.116)

L 0.653* (0.610)
R? 03 20 47

x2/df. 278/8

@ Asterisked values are significant at less than .03; values in parentheses are
standardized estimates.

Analysis of Models 6.1 and 6.2

Estimates were obtained for all 11 independent variables. Tt}ese esfimates
are presented in Table 6.3. The gain score model yield‘s quite a d1ff§rent
picture than the longitadinal model. First, B = 0.65 in the conditional
model; we demonstrated earlier that in order for the gain score model to
be unbiased it is necessary for B to equal unity. This suggests substantial
misspecification in the gain score model. The variables X, and X are nc’ot
significant in Model 6.1 or in equation (6.2) of Model 6.2. Teacher’s
attendance at outside conferences, X5, is an ambiguous measure. It may
measure level of professional interest and awareness, but it may also
measure teacher absence from the classroom or a desire for upward
professional mobility, that is, to get out of the classroo_m. _ .
Student attendence at kindergarten, X7, is an interesting variable since
it is insignificant in Model 6.1 and in the equation involvipg dfapendf:nt
variable T, of Model 6.2, but significant in the equation involving
dependent variable T; in Model 6.2. Kindergarten experience has an
indirect effect on achievement, which is omitted in the specification of the
in score model.
gazl’he variable for teacher experience, X, is significant in Model 6.1 but
not in Model 6.2. This suggests that students of experienced teachers show
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more improvement than students of inexperienced teachers, but when we
control for reading competence at T,, teacher experience makes no
difference in reading competence at T,. The effect found in Model 6.1
could represent a difference in assignment, since Model 6.2 suggests that
the assumption that experienced teachers are more effective is false.

Four teacher and classroom variables, Xy, X5, X0, and X, ,, are non-
significant in Model 6.1 but are significant in Model 6.2, Again this may
reflect patterns of assigning pupils with low achievement to classrooms
with more available resources.

Three remaining variables, Xy, X,, and X, are significant in both
models. However, X, changes sign. It is interesting that X, and X, along
with X, , are the only independent variables measured at the student level.
All others are observed at the classroom and school levels. The interpreta-
tion of X, student attendance, and X,, time in the classroom spent
reading independently, is straightforward. Students who come to school
more often and spend more time reading while at school can read better at
the end of the year.

The variables X5 and X,, supplementary staff and proportion of high-
achieving students, have a positive sign in Model 6.2 and a negative sign in
Model 6.1. Model 6.2 provides more plausible results, indicating that
supplemental staff contribute to, rather than detract from, a student’s
ability to read.

This is a complex association. The variables X; and X, are highly
correlated negatively, ~.626. Considering just Model 6.2, they have
opposite signed correlations with the dependent variable, but their effects
in Model 6.2 have the same sign. Substantively, it secems that X, is
measuring the level of general reading achievement in the school. It is also
possible that what is being measured is the socioeconomic level of the
school. Middle- and upper-middle-class students tend to have higher
levels of scholastic success than working and lower-class students.?

In either case, Model 6.2 suggests that since supplemental staff persons
are assigned on the basis of need, schools with low general levels of
competence will receive more staffing resources, accounting for the high
negative correlation between X and X,. Consequently, X, has a negative
correlation with T, because of this allocation effect; but when X, and X,
are entered in the same equation, the partial effect of X, is positive,
suggesting that, when the allocation effect of staffing is controlled, the
effect of supplement stafling on reading levels is positive.

In Model 6.1 the effects of both X, and X; on the gain score are nega-
tive, which has led users of the earlier study to conclude that supplemen-
tary staffing has a detrimental influence (Rankin 1980). However, it is likely
that this is due instead to the negative association between gain and initial
competence level. Low-achieving students make higher gains, perhaps
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because there is more room for improvement and perhaps also because of
supplementary staff, that is, more concentrated instruction.

The foregoing interpretation seems satisfactory except that it is con-
tradicted by the behavior of Xy, (classroom aide time) in the model.
Support staff (X;) and aide time (X,,) are positively correlated (.527), and
it should be reasonable to expect each to measure the same underlying
attribute. However, the effect of X, on reading achievement is negative.
One or both of the following may account for this apparent anomaly.
First, since X5 and X, are correlated at a moderately high level, the effect
of each may be distorted when both are included in the same equation.
Second, since X; is measured at the classroom level and X; at the school
level, X,, may be sensitive to within-school effects that are not picked up
by X,. It seems reasonable to assume that similar considerations that lead
to allocation of more staff to low-achieving schools will lead to a similar
allocation among classrooms within a school. Once again, however,
whatever compensatory results aides may accomplish, these may be offset
by the circumstances that led to their assignment in the first place.

In any case, it seems quite clear that three correlated variables X5, X,
and X, , have both common and unique effects on reading achievement. In
the next section we describe a measurement model that is intended to
simplify this complex structure.

In summary, Model 6.2 tends to produce a pattern of effects that comes
closer than the pattern of Model 6.1 to matching reasonable expectations
about reading achievement. Reversals in signs of effects suggest that the
performance of a particular student depends largely on that student’s
achievernent at 7, . When a student’s initial achievement level is taken into
account, a clearer picture of the factors contributing to his or her
progress is obtained.

Model 6.2 accounts for approximately 20 percent of the T} variance and
45 percent of the T, variance. This is a substantial improvement over the
small (2.5%) amount of gain score variance accounted for by Model 6.1.
At the same time it must be emphasized that effects are small in both
models and, although statistically significant, may be substantively
trivial. For example, Model 6.2 indicates that each day of absence from
the classroom results in an expected loss of half a point on the CAT -

Total Reading when the mean and standard deviation of that test are

412.50 and 72.56, respectively. Model 6.2 also indicates that each
additional hour per week spent reading independently results in an
increase of 6.12 points on the CAT, perhaps a small return for the increase
in effort. .

These findings must be viewed in the context of model specification. We
have seen how readily the sign and magnitude of effects can be altered
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when new information is added. The addition of other variables would
probably alter the estimates, because the low percentage of variance
explained suggests that there are other major influences on reading.
abilities that have not been taken into consideration. '

The results demonstrate the principal advantage of a two-equation
longitudinal model over the more conventional gain score model. The gain
score model incorporates the assumption that the third grade score has no
effect on achievement, except to define a starting point relative to which
gain is measured. We have argued that decisions about the use of
educational resources are based partly on the child’s past performance.
Consequently, the effect of past achievement on present and futare
achievement is much more complex than what the gain score assumes,
and it is therefore advisable to estimate the effect of past on present
achievement directly from data. We have shown that differences in
estimates that were found between the gain score and longitudinal models
could plausibly be accounted for in terms of decisions to allocate
resources, based on a child’s past performance and current needs, and that
the gain score model presents a remarkably distorted view of the effects of
school resources on reading achievement,

A measurement model with correlated errors

Model 6.2 leaves the issue of the effects of X, and X, unresolved. Along
with X, which we temporarily treat as a proxy nieasure of staff allocation,
these two variables were analyzed using confirmatory factor analysis to
explore a range of factor structures. The two-factor ‘structure shown in
Model 6.3 (Figure 6.3) produced the most satisfactory fit.

The measurement model was identified by fixing A3, at 1. The final fit
was very good (y? = 20.79 with 15 degrees of freedom and p = .143).
Substantial improvement in the indicators of goodness-of-fit were ob-
tained by allowing the indicated error terms to be correlated.

Note that variables specified to have errors correlated to that of X, are
variables relating to the teacher’s training, confidence, and experience. We
suggest that these correlations may indicate that teachers in schools that
have been identified as low-achieving schools may feel more pressure to
exaggerate their qualifications. Not having participated in the data
collection process, we undertake this discussion of measurement error
with some hesitation, but we venture to say that this would not be the first
time-that subjects in an evaluation study felt threatened.

The Model 3 structure suggests that X, and X, have different but
overlapping structures with X,. The correlation between the two factors is
—.75. If the lack of similarity of effects of X; and X, had been due to a
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Figure 6.3. Model 6.3: independent measurement model, showing detail of factor
structure. Estimates have been standardized.
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distortion from collinearity, it should have been possible to load all three
variables on one factor. That a single-factor structure did not fit is
empirical evidence that the effect of X, is indeed partly different from that
of X;.

A modified structural model

Model 6.4, shown in Figure 6.4, includes Model 6.3, the measurement
model. To simplify presentation, links among the factors shown in Model
6.3 are not shown in Model 6.4. The full model links the measurement
model for the independent variables to that for the dependent variables,

Model 6.4 is like Model 6.2 except that it incorporates a measurement
model (Model 6.3) on the independent side. In Meodel 6.2, X, is
hypothesized to influence both T, T,, but X; and X, influence only T,.
This results in a dilemma concerning the place of the two factors that
replace these three variables in Model 6.4. Empirical underidentification is
a possible problem here (Rindskopf 1984). Since X, loads on both factors,
it was decided that both factors should be allowed to influence T,.

As mentioned ¥? for the fit of the measurement model was low (20.79
with 15 d.f.). For the full structural model, the fit was not as good (x* =
212.34 with 74 d.f.). The fit improved when six " parameter estimates,
Ty T T Tys, Doy g, were freed (3 = 43.73 with 80 d.f).
However, it is not theoretically sensible to free these I' elements, because
they represent events in 1976, which can have no causal impact on a 1975
test score.

N
i
[

Comparison of Models 6.2 and 6.4

Table 6.4 compares estimates obtained from Maodel 6.2 with those
obtained from Model 6.4. The more complex factor structure has
increased the proportion of variance explained in the T, and T, variables,
T, from .20 to .31, T, from .47 to .55. Of major interest are the effects of
the two factors associated with X5, X, and X,,. Factor 3, which is
influenced by X but not X, has a positive effect greater than the effect of
gither X, or X, in Model 6.2. Factor 4, influenced by X, ; but not X;, hasa
very large effect, which is considerabty larger than the negative effect of
Xy, in Model 6.2. Recalling that X, (aide time) loads negatively {—.698)
on Factor 4, it appears that specification of a latent structure did not
eliminate the negative effect of aide time on reading achievement. Indeed,
that negative effect is stronger and more evident.

There are other notable changes in estimates. Teacher attendance, X,
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Figure 6.4, Model 6.4: the full model, detailing effects between independent
factors omitted for clarity. See Model 6.3 for details.

has a smalf but significant effect in Model 6.2 but an insignificant effect in
Model 6.4. Teacher attendance at outside conferences, X, is not signifi-
cant in Model 2 but has a small significant effect in Model 6.4. Teacher
approval of the reading program, X, is significant in Model 6.2 but not
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Table 6.4. Comparison of Model 6.2 with Model 6.4°

Model 6.2 Model 6.4
Independent -
variable T, T, T T,
X 0.58% 0.30*
_ {0.08) (0.04)
X, 10.45% 4,183 3R 213
{0.06) (0.02) {0.02) (0.01)
X, 0.43*
{0.07)
Factor 3 1.91%* 1.46*
(0.3 (0.22)
X, : 190.85* 63.11%
0.37) (0.11)
Factor 4 ~30.94* - 17.81%
(0.74) {0.40)
X[ 1 - 3-64*
0.12)
X —24.78 3.77 —63.19% - 6.50
{—0.05) (0.01) (—0.13) (—~0.01)
Xe 1.06* 0.38
0.06) , (0.02)
X, 4.07 12.80%
{0.02) {0.06}
Xy 14.18% ) -9,18*
(6.07) {~0.04)
X, 0.12* 0.13*
0.10) (0.1
X0 12.27* 372
(G.09) (0.02)
T, 0.65* 0.59*
(0.61) (8.55)
R? 20 A7 .31 .55
¥ {d.f. 277/8 212/18

* Asterisked values are significant at less than .05; values in parentheses are
standardized estimates.

in Model 6.4. Since the magnitude of these effects is of minor substantive
importance, one hesitates to draw conclusions, but they are consistent
with the suggestion that a teacher’s performance is related to his or her
effectiveness in the use of aides. The process of separating out the effect of
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a possible overreliance on aides caused the effects of other teacher and
classroom variables to shift.

The analysis of measurement and specification error

To this point we have considered three different models. Regardless of
which is considered best, our modifications have resulted in changes in the
magnitudes of estimated effects, leading to changes in interpretation as
well. However, investigation need not, and often should not, end with a
model with an acceptable fit. Variables in education and social science
research are usually measured with more than negligible error. Also, it is-
never possible to be sure that all relevant variables have been included ina
given model.

Given strong theory and excellent research design, it is sometimes
possible to obtain direct estimates of error by constructing a measurement
model based on multiple indicators, as suggested by Hauser and Gold-
berger (1971). However, although we have neither strong theory nor a
particularly good design, all is not lost. Sensitivity analysis {(Land &
Felson 1978; Kim 1984) is a general method by which specific estimates
obtained from a particular model can be scrutinized in terms of “sensitiv-
ity” to alterations of assumptions.

The sensitivity analysis described here uses alternative combinations of
fixed values and compares their results. This procedure is discussed by
Kim (1984, pp. 276). The LISREL framework makes it very convenient to
perform sensitivity analysis. To specify assumed error in a dependent
variable, for example, one need only specify a fixed value for the
appropriate error term. To specify errors in equations, appropriate values
are entered as fixed parameters in the ¥ matrix and, for errors in the
measurement of variables, in the § matrix.

Thirty-six alternative models were specified. Each of the two dependent
variables was assumed to contain zero, 5 or 10 percent measurement error,
resulting in nine possible combinations. In addition, for each combination
of measurement assumptions, fqur levels of specification error in equa-
tions were tested (0%, 5%, 10%, 15%). |

The level of specification error was to reflect variables not in the model,
which should be expected to have some impact on both 7, and n,.
Specification error may also be reflected in a correlation between the
residuals (g, , €,) for each equation explaining 1, and m,, respectively. A
correlation between g, and &, reflects influences on both equations, which
can be atiributed to omitted variables. In Model 6.4, there are no
measures of student background characteristics, and we would expect this
ornission to be reflected in such a correlation. Thus, the direct effect of n,
and n, and (B,,) may be spuriously high.
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The error assumptions investigated are, even in the worst case, fairly
optimistic about Model 6.4, assuming that the test scores (dependent
variables) are 90 percent reliable and that all relevant unmeasured
independent variables would explain . only 15 percent of additional
variance in n;,. :

Results of the sensitivity analysis are presented in Table 6.5. Several
expected but interesting conclusions can be drawn from this analysis.
First, B,; is not sensitive to error in ¥,.3 Unstandardized slope estimates
will be affected only when measurement error is in the independent
variable. Of more interest is the impact of specification error Vr,,, which
has a dramatic impact on the magnitude of B,, and its standard error.
Note that, as B,; decreases, its standard error inereases. One of the
insidious aspects of this kind of autocorrelation is this double bias toward
rejection of a true null hypothesis with respect to P,; because of
underestimation of mean squared error (Neter & Wasserman 1974).4

Cencluding comments

The original report (Kean et al. 1979a) bases conclusions on methodolog-
ical practices that may be inappropriate. Among these are the procedure
by which 18 “significant” independent variables (out of 243) were selected,
the uncritical use of gain scores, and disregard for problems of measure-
ment error.

Important methodological lessons can be drawn from the sécondary
analysis described in this chapter. The procedure by which independent
variables were selected reflected a lack of theoreticil gutdance about the
substantive model of interest, although this is essential in multivariate
analysis. With a large number of variables, statistical significance is not a
particularly useful criterlon. With 245 variables, 12 correlations can be
expected to be “significant™ by chance (at the .05 level), to say nothing of
the even larger number of partial regression cocfficients that can be
expected to be significant.

The secondary analysis reported here entailed successive refinements.
This is not to say that other approaches would not be equally appropriate.
For example, the gain score model could also be refined by “residualizing”
the gain score variable, as recommended by Bohrnstedt (1969).

The gain score model (Model 6.1) yields results that are virtually
uninterpretable. Effects contradict long-standing principles of educational
practice. The longitudinal model (Model 6.2} results in large changes in
the magnitude and sign of effects compared with findings in Model 6.1.
Effects in Model 6.2 are also more in agreement with expectations (see
Rankin 1980). Subsequent refinements, including the introduction of
a measurement model among the independent variables (Model 6.3), and
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N T | an analysis of the sensitivity of th.e e§t1mates to measurement error
28388 288S 838 i (Model 6.4), do not suggest large shifts in parameter estimates from the
CEOS CTOL TOOD : unrefined model, but they do illustrate techniques that can be applied
ISRI ILIE I=A 3 3 as new generations of software make them mnot only practical but
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SoST SO TSSO [ accessible.
ongn @noSn SNgY J Notes
cCLoo NN SOV T N 1. This kind of analysis may clearly capitalize on chance, and if the analysis was in
o p— i . - .
fact conducted as we have suggested, by an undisciplined romp through a
VoL oS8 [EEE correlation matrix, it might be said that there is no point in further considera-
T tion of variables selected in this manner. However, our point of view is that, like
too much policy research, its methodological limitations have not hindered the
adoption of the study’s recommendations by practitioners in education who
CeaT ANTY IR IR !
RRREECCTR 88SE may lack sophistication in research methodology.

o o We did not have the option of going back and replicating the analysis.
AR =S 5 g g § Instead, we chose to make those refinements in method that were available
S22 2223 2283 2 to us. In this way, we showed that, by introducing a more appropriate

D O Oy N specification of the model, support for some of the more important and
% DR BREEH CEESR : controversial policy recommendations of the original study disappeared or was
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reversed.

2. This variable, it might be logically concluded, should have been based on data
from 1975 (T,) instead of 1976 (T;). However, data from 1975 were not
available. Conversations with School District of Philadelphia staff indicated
that year-to-year changes in such school wide measures of achievement could
be assumed to be negligible. Also, the sampling method described above (see
also Kean et al. 1979a,b) helps to ensure that 1975~ changes in schoolwide
reading achievement are trivial.

3. Changes in B, over levels of error in ¥, occur whenever ,, > 0. Parameter
2, is specified as a percentage of 1, , whereas €, is specified to be a percentage

coco mnan g2eQ

STE® SRR e 2gsa of ¥,. When ¢, changes, so does 11, and, therefore, the quantity (r,,) (11,). The
Vinnn g N0 e e . changes in B,, resuit from this level of specification error.
QAAmU ASDR DT & 4. It is tempting to be reassured by the observ?)tlion that 1 = B/S; is relatively
TCOT oG DD o constant, but in a multivariate model it is possible to have upward bias in one or
oo sEco oo |l & R . LR .
Cooce eeee 5 more B,, estimates with downward bias in corresponding standard errors,
O e . e \ - X
ot § a § a § § aZgell B rgsuit_mg from poor reliability of one or more variables. It is onl‘y in the
Sl S Sdccd sos3S il m bivariate case that measurement error can be relied on to result only in simple
.§ attenuation (Won, 1982).
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